Thermal performance analysis of an inclined passive solar still using agricultural drainage water and artificial neural network in arid climate
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ABSTRACT

In this study, a model based on artificial neural network (ANN) was developed in order to predict the thermal performance of an inclined passive solar still in an arid climate, in which the thermal performance of the still was expressed as instantaneous thermal efficiency (ITE). Agricultural drainage water (AWD) was used as a feed for the desalination process, and this is considered a non-conventional water source. Appropriate meteorological variables, viz., ambient air temperature, relative humidity, wind speed, and solar radiation were used alongside the key operational variables, viz., flow rate, temperature, and total dissolved solids of feed water were used as input variables. The results revealed that an ANN with six neurons and a hyperbolic tangent transfer function was the most appropriate model for ITE prediction. Consequently, the optimal ANN model had a 7–6–1 architecture.

The results also indicated that the optimal ANN model forecast the ITE accurately, with a mean root mean square error (RMSE) of just 1.933% and a mean coefficient of determination (CD) of 0.949. To create a sensible comparison, a multiple linear regression (MLR) model was also developed. It was found that the ANN model performed better than the MLR model, which displayed a mean RMSE of 4.345% and a mean CD of 0.739. The mean relative errors of forecasted ITE values within the ANN model were mostly in the region of +8% to –6%. One major output of this research is a comprehensive assessment of the ANN modeling technique for the ITE of a solar still, which adds a new perspective to system analysis, design and modeling of the potential productivity of solar stills in terms of the AWD desalination process.

1. Introduction

Globally, water consumption is dominated by agricultural activities, especially irrigation which account for 70% of consumption (WWAP, 2014), while approximately two-thirds of the water delivered to irrigated fields is lost as agricultural drainage or runoff (Gregory, 2012). However, the availability of plenty of agricultural drainage water (ADW) creates promising opportunities for desalinating significant quantities of water from this non-conventional source. The selection process of the appropriate method for desalinating this source is challenged by numerous technical, financial, and environmental issues to be taken into account (Sorour et al., 2003). Most published studies and research consider conventional desalination methods operated by fossil fuel energy or electrical energy for AWD desalination (Sorour et al., 1992; Abulnour et al., 2003; Talaat and Ahmed, 2007; McCool et al., 2010). Recently, some studies have proposed using solar energy for the AWD desalination process (Stuber et al., 2015; Mashaly et al., 2015a).

The solar still desalination system (SSDS) for AWD is a strategic option that can be used for producing fresh water suitable for agricultural, irrigation, and potable purposes (Mashaly et al., 2015b) and reducing the drainage water volume, which would minimize the environmental problems associated with it. Moreover, the SSDS exploits a sustainable and pollution-free source to yield high-quality water (Ayoub and Malaeb, 2012) and is one of the best solutions for facing water crises in remote arid and hyper-arid environments. It can be fabricated without difficulty with locally available materials and its operation is simple and easy, with no need for hard maintenance or skilled labor. This results in little operation and maintenance costs (Omara and Kabeel, 2014).

On the other hand, the SSDS is not popular because of its lower thermal performance and this is reflected in its efficiency. Of course, this will cause fear and hesitation for many people considering using it in the AWD desalination process. Thus, thermal performance analysis for the SSDS is very important. This enables us to know the thermal capacity of the SSDS and its potential productivity...
and thermal efficiency. Actually, the precise and detailed thermal performance of the SSDS is quite complicated because of the many parameters involved, as its operation is governed by many heat transfer processes (Shukla, 2014). Consequently, efforts should be made to combine a number of the most vital parameters into an algebraic expression and formulate a mathematical model that can describe the thermal performance of the SSDS in a computationally efficient manner.

The question is how to model the thermal performance (i.e. the useful energy gain or the solar still thermal efficiency). Compared with classical modeling procedures, artificial neural networks (ANNs) show superiority as a modeling procedure for data sets presenting non-linear relationships and thus for both data-fitting and prediction capabilities (Bourquin et al., 1998). ANNs are non-linear models that mimic the learning process of the human brain, as the equations that can most efficiently diminish the gap between predicted data and observed data are chosen iteratively (Goh, 1995). They can be a powerful tool for predicting, optimizing and simulating complex nonlinear processes (Lek and Guégan, 1999; Basheer and Hajmeer, 2000; Fadare, 2009). Thermal solar energy systems can be precisely modeled using ANNs (Kalogirou et al., 1999a). Several studies have presented the applications of ANNs in the field of solar energy applications for various agricultural activities (Ferreira et al., 2002; Tripathy and Kumar, 2009; Çakmak and Yildiz, 2011; Arif et al., 2012; Dursun and Özden, 2014). Furthermore, ANNs have been widely employed in multiple ways to model, optimize, estimate, and forecast the performance of various desalination and solar desalination systems (Abbas and Al-Bastaki, 2005; Khayet et al., 2011; Porrazzo et al., 2013; Mashaly et al., 2015c; Aish et al., 2015; Mashaly and Alazba, 2016a, 2016b, 2016c; Cao et al., 2016; Mashaly and Alazba, 2017).

However, most of the existing/previous research on the SSDS has focused on modifying the solar still design configuration to enhance and improve the thermal efficiency, productivity, and performance of the still (Rai and Tiwari, 1983; Singh and Tiwari, 2004; Tripathi and Tiwari, 2005; Tiwari and Tiwari, 2006; Velmurugan et al., 2009; Monowe et al., 2011; Aberachid and Abdenacer, 2013; Refalo et al., 2016; Sharoen et al., 2017). On the other hand, SSDS should be optimally designed and operated, and predictive modeling of thermal efficiency is one of the crucial parameters to be precisely estimated since it helps us to know the potential efficiency attainable by the SSDS and to ensure obtaining the best performance and optimal productivity and efficiency. To our knowledge, there has been no previous research directly examined and focused on determining the effectiveness of modeling thermal efficiency of SSDS desalinated AWD using ANNs. In the current study, we are planning to take a step towards this objective by implementing, developing and analyzing an ANN model for estimating thermal efficiency, which was expressed here as instantaneous thermal efficiency (ITE). The aims of this study are to (1) develop a mathematical model to estimate the ITE using ANNs; (2) assess and analyzes the performance of the developed ANN model by comparing the ITE results obtained from the ANN and the experimental results statistically; (3) compare the ANN model with multiple linear regression (MLR) model in terms of their appropriateness and accuracy for predicting ITE; and (4) determine the importance or contribution of each variable in modeling process.

2. Materials and methods

2.1. Experimental set-up

The experiments were conducted at the Agricultural Research and Experiment Station at the Department of Agricultural Engineering, King Saud University, Riyadh, Saudi Arabia (24°44′10.90″ N, 46°37′13.77″ E) between October and November 2013. The weather data were obtained from a weather station (model: Vantage Pro2; manufacturer: Davis, USA) close by the experimental site (24°44′12.15″N, 46°37′14.97″E). The solar still system used in the experiments was constructed from a 6 m² single stage C6000 panel (F Cubed, Ltd., Carocell Solar Panel, Australia). The solar still panel was manufactured using modern, cost-effective materials such as coated polycarbonate plastic. When heated, the panel distilled a film of water that flowed over the absorber mat of the panel. The panel was fixed at an angle of 29° from the horizontal plane. The basic construction materials were galvanized steel legs, an aluminum frame and polycarbonate covers. The transparent polycarbonate was coated on the inside with a special material...
to prevent fogging (patented by F Cubed- Australia). Photo and cross-sectional view of the inclined solar still are presented in Fig. 1.

The water was fed to the panel using centrifugal pump (model: PKm 60, 0.5 HP, Pedrollo, Italy) with a constant flow rate was 10.74 L/h. A manually operated discharge valve was fitted after the pump serves to decrease the flow so that this flow rate is achieved. A screen filter was fitted just before the pump. The feed was supplied by eight drippers/nozzles, creating a film of water that flowed over the absorbent mat. Underneath the absorbent mat was an aluminum screen that helps to distribute the water across the mat. Beneath the aluminum screen was an aluminum plate. Aluminum was chosen for its hydrophilic properties, to assist in the even distribution of the sprayed water. Water flows through and over the absorbent mat, and solar energy was absorbed and partially collected inside the panel; as a result, the water is heated and hot air circulated naturally within the panel. First, the hot air flowed toward the top of the panel, and then reversed its direction to approach the bottom of the panel. During this process of circulation, the humid air touches the cooled surfaces of the transparent polycarbonate cover and the bottom polycarbonate layer, causing condensation. The condensed water flowed down the panel and was collected in the form of a distilled stream. Agricultural drainage water (AWD) was used as a feed water input to the system. The solar still system was run from 10/05/2013 to 11/01/2013. Raw AWD was obtained from Al-Oyun City, Al-Ahsa, in eastern
The brine water was measured every 20 min. Also, the total discharge and the amount of brine water (Mbrine) was measured by calibrated digital flow meter was mounted on the feed water line (micro-flo, Blue-White, USA). The amount of brine water and distilled water were measured by a graduated cylinder. TDS concentration and EC were measured using a TDS-calibrated meter (Cole-Parmer Instrument Co. Ltd., Vernon Hills, USA). A pH meter (model: 3510 pH meter; Jenway, UK) was used to measure pH. A digital-density meter (model: DMA 35N, Anton Paar, USA) was used to measure density. The AWD was fed separately to the panel using the pump described above. The residence time—the time taken for the water to pass through the panel—was approximately 20 min. Therefore, the flow rate of the feed water, the distilled water and the brine water was measured every 20 min. Also, the total dissolved solids of feed water (TDSf) were measured every 20 min. The weather data, such as air temperature (To), relative humidity (RH), wind speed (WS) and solar radiation (SR), were obtained from a weather station near the experimental site.

2.2. Computation of instantaneous thermal efficiency (ITE)

The ITE is a form of thermal efficiency of solar still which is defined as the ratio of the amount of thermal energy utilized to get a certain amount of distilled water to the instantaneous incident solar radiation. The mathematical expression used to calculate ITE can be written using the following formula (Tiwari, 2006; Badran and Abu-Khader, 2007):

\[
ITE = \frac{MD \times LHV}{SR \times AS}
\]

(1)

where \( MD \) is the mass flow rate of distilled water, kg/s

\( LHV \): Latent heat of vaporization = 2275 kJ/kg

\( SR \): Solar radiation on tilted surface, kW/m²

\( AS \): Area of solar still, m².

2.3. ANN modeling methodology

ANN is an enormously parallel distributed information-processing system that can store the experiential knowledge acquired by the process of learning, and of making it accessible for future use (Haykin, 1999). In this study, the feed forward multilayer perceptron (MLP) with back-propagation (BP) learning rule was used, which is the most commonly used ANN architecture in thermal modeling and solar desalination (Kalogirou, 2006; Benli, 2013; Mashaly and Alazba, 2015). The architecture of the ANN model used is displayed in Fig. 2. The ANN model consists of the input layer (i), one hidden layer (j) and an output layer (k) as indicated. The i layer is connected to the j layer and in turn the j layer is connected to the k layer by connection weights (W). Each of j layer and k layer has an additional element called a bias (B). The j layer neurons contain activation functions, which assist in translating the input variables to the output variable (ITE). As the output of the MLP network, the ANN was computed as (Haykin, 1999):

\[
ITE = F_k \left( B_o + \sum_{j=1}^{m} W_{jk} F_j \left( B_j + \sum_{i=1}^{n} W_{ij} X_i \right) \right)
\]

(2)

where \( B_o \) is the bias at the output layer; \( W_{jk} \) is the weight of connection between the node j of the hidden layer and the single output layer neuron; \( B_j \) is the bias at the neuron j of the hidden layer (j = 1, 2, ..., n); \( W_{ij} \) is the weight of connection between input variable i (i = 1, 2, ..., m) and neuron j of the hidden layer; \( X_i \) is the input variable (To, RH, WS, SR, TF, TDSf and MF); \( F_j \) is the activation function of the neurons in the hidden layer; and \( F_k \) is the activation function of the neuron in the output layer.

Different transfer functions in hidden and output layers with different number of nodes in the hidden layers were investigated, namely; sigmoid transfer function (SIG) and hyperbolic tangent transfer function (TANH). SIG for any variable Z is expressed as:

\[
F(Z) = \frac{1}{1 + \exp(-Z)}
\]

(3)

Also, TANH for any variable Z is expressed as:

\[
F(Z) = \frac{1 - \exp(-2Z)}{1 + \exp(-2Z)}
\]

(4)

In the present study, the ITE of the solar still system was the output variable, and nd To, RH, WS, SR, TDSf, MF and TF were the input variables. The modeling process comprised the training, testing, and validation periods. Therefore, the experimental data were divided into three datasets for the aforementioned periods. The first dataset was used to train the network (training period), the second dataset was used to test the ANN models for defining the termination point of the training process (testing period), and the third dataset was used to validate the data on ANN models that were not included in the training period (validation period). The available dataset comprising which consists of 56 data points obtained from the experimental study was randomly divided into training (n = 39, 70%), testing (n = 11, 20%) and validation (n = 6, 10%) subsets. For predicting the thermal performance of a solar water heater, Kalogirou et al. (1999b) used 54 data points to successfully develop an ANN model. The results indicated that these data points were sufficient for developing an effective and precise ANN model. In the present study, the ANN model was developed using Qnet2000. Before the modeling process, the data were automatically normalized between 0.15 and 0.85 by using Qnet2000. This data normalization accelerated the training process and enhanced the network's generalization capabilities. The following mathematical equation was used for the normalization process:

\[
X_n = \left( \frac{X_i - X_{min}}{X_{max} - X_{min}} \right) \times (0.85 - 0.15) + 0.15
\]

(5)

where \( X_n \) is the normalized value; \( X_i \) is the original value of input and output variables; and \( X_{max} \) and \( X_{min} \) are the maximum and minimum values of input and output variables, respectively.

The main aim of a model development process is to determine an optimal network architecture that can yield prediction results for ITE with acceptable accuracy levels. The optimal number of hidden nodes and most favorable transfer function should be determined. In order to archive that, different architectures are obtained by increasing the number of hidden nodes in the ANN model. These architectures are trained, checked and tested. The training process is conducted with the two transfer functions (SIG and TANH) for each architecture to compare the performance and find the best function. The training was carried out iteratively and was terminated when the error falls below acceptable level or when it reaches the maximum number of iterations. By trial and error, the maximum number of training iterations is set to be 50,000. At the end, comparison is conducted among the different architectures based on statistical numerical indicators to find the most appropriate ANN.
2.4. Multiple linear regression (MLR)

MLR analysis was first presented by Sir Francis Galton in the latter part of the 19th century. In this study, MLR analysis was used to model the relationship between two or more independent variables and a dependent (response) variable by fitting a linear equation to the observed data. The MLR model can be formulated as follows (Perers, 1997):

\[ Y = \beta_0 + \beta_1X_1 + \beta_2X_2 + \beta_3X_3 \ldots \beta_nX_n \]  

where \( Y \) is the output value (ITE); \( \beta_i \) (i = 0, . . . , n) are the regression coefficients, and \( X_i \) (i = 1, . . . , n) are the input parameters. The aim of MLR is to obtain an approximation function for the forecast future response of the system output. In MLR modeling, a dependent parameter is expressed as a linear combination of independent parameters and an intercept. In order to judge whether the best-fitting line fits the data to a satisfactory degree, this researcher studied the standard error of the coefficients (SE), t statistic (t-stat), and probability value (p-value) of the independent parameters. The MLR model was developed by using the same division of data points (70% of the date points for training, 20% for testing and 10% for validation). This study utilized the IBM SPSS statistics 22 software package in the modeling process of MLR.

2.5. Models Evaluation using key performance indicators (KPIs)

The agreement between the observed data and predicted data for all models was computed through five KPIs, which were used to evaluate the performance of the developed models, as well as the goodness of fit and prediction accuracy. The five KPIs comprised the were the coefficient of determination (CD), root mean square error (RMSE), Chi-square (CS), coefficient of residual mass (CRM), model efficiency (ME), and mean absolute error (MAE). The KPIs can be defined and computed as follows:

The CD is the primary criterion for choosing the most suitable model to predict the ITE values. The CD can be used to test the linear relation between observed and predicted values and reveals the proportion of the total variance in the observed data that can be demonstrated by the developed model. The CD is computed as follows (Miehle et al., 2006):

\[ CD = \frac{\sum_{i=1}^{n}(ITE_{o,i} - ITE_{p,i})^2}{\sum_{i=1}^{n}(ITE_{o,i} - \bar{ITE}_o)^2}, \quad [0 \leq CD \leq 1] \]  

The RMSE is a numerical indicator of precision and reliability for developed models. RMSE describes the difference between the observed and predicted values in the unit of the variable. RMSE = 0 indicates that there is no difference between model predictions and experimental observations. RMSE is calculated as follows (Miehle et al., 2006):

\[ RMSE = \sqrt{\frac{\sum_{i=1}^{n}(ITE_{o,i} - ITE_{p,i})^2}{n}}, \quad [0 \leq RMSE < \infty] \]  

The ME is used to assess the predictive power of the ITE model. The closer the ME is to 1, the more accurate the model is. ME < 0 happens when the observed mean is a better predictor than the model. The ME is expressed as follows (Nash and Sutcliffe, 1970):

\[ ME = 1 - \frac{\sum_{i=1}^{n}(ITE_{o,i} - ITE_{p,i})^2}{\sum_{i=1}^{n}(ITE_{o,i} - \bar{ITE}_o)^2}, \quad [-\infty < ME \leq 1] \]  

The CS is a statistical measure of difference between observed values and predicted values to test the closeness of fit between them. The lower the value of the CS, the better the goodness of fit. The CS is estimated as follows (Boullinguiiez et al., 2008):

\[ CS = \sum_{i=1}^{n} \left[ \frac{(ITE_{o,i} - ITE_{p,i})^2}{ITE_{p,i}} \right], \quad [0 \leq CS < \infty] \]  

The CRM is a statistical measure of the tendency of the model to over-predict or under-predict the measurements. Positive values of CRM indicate that the model over-predicts the measurements, while negative values of CRM show a tendency to under-predict the measurements. The CRM is found as follows (Loague and Green, 1991):
CRM = \left( \frac{\sum_{i=1}^{n} \left( \frac{ITE_{o,i} - ITE_{p,i}}{ITE_{o,i}} \right)}{\sum_{i=1}^{n} ITE_{o,i}} \right), \quad [-\infty < CRM < \infty]

(11)

The MAE denotes the most absolute and relative meaningful measure of the model's error and ranges from 0 to 1, with lower values indicating better performance. The MAE is obtained as follows (Miehle et al., 2006):

\[ MAE = \frac{\sum_{i=1}^{n} \left| ITE_{o,i} - ITE_{p,i} \right|}{n}, \quad [0 \leq MAE \leq 1] \]

(12)

where \( ITE_{o,i} \) = observed value; \( ITE_{p,i} \) = predicted value; \( n \) = number of observations; \( \bar{ITE}_o \) = averaged observed values; and \( \bar{ITE}_p \) = averaged predicted values.

3. Results and discussion

3.1. Descriptive statistics and ITE characteristics

A sample of the data used in the current study is shown in Table 1. Additionally, Table 2 shows the average (AVG), minimum (MIN), maximum (MAX), standard deviation (SD), coefficient of variation (CV), skewness (SK), kurtosis (KR) of metrological and operational attributes may directly or indirectly affect the ITE and operational characteristics. Notwithstanding, it appears that the investigated meteorological and operational attributes may directly or indirectly affect the ITE and therefore ANN might be beneficial to be used to derive the functions translating such data into forecasts of ITE. However, the AVG, MIN, MAX, and SD of ITE were 55.62%, 29.64%, 70.28, and 39.35%, respectively. The SR was varied from 223.19 to 810.05 W/m² with a CV of 0.21 and To have AVG, MIN, and MAX values of 32.95, 24.30, and 39.36 °C, respectively. The distribution curves for all independent and dependent parameters are platykurtic with all KR values are less than 3. The distribution is highly skewed for SR (SK > 1), moderately skewed for To, TF, TDSF, and MF (SK < 0.40, respectively). These findings are consistent with the studies of Yadav and Kumar (1991) and Mashaly et al. (2015a). Also, the ITE were correlated well with To, RH, TF and TDSF by CV < 0.29, 0.21, 0.29 and 0.32, respectively. A more complete representation and detailed discussion of these experimental data can be found in Mashaly et al. (2015a).

3.2. ANN model architecture

Besides choosing the input parameters affecting the performance of the ANN model, it is important to determine the optimum architecture of the ANN model, in other words, the number of hidden neurons, and identifying the best activation/transfer function between neurons. Determining the number of neurons in the input and output layers is usually a simple process, since it is determined by the number of inputs and outputs, and the choice of input parameters is typically based on the nature of the problem. In contrast, determining the optimum architecture of the ANN model, especially selecting the number of neurons in the hidden layer, is one of the most important and difficult tasks (Baziar and Ghorbani, 2011). In this study, the optimal architecture was specified by changing the number of hidden nodes from two to ten and selecting the ANN architecture that leads to the best findings. The ANN training process was stopped when maximum iterations of 50,000 were reached. A learn rate coefficient of 0.01 and a momentum factor of 0.80 were used. Moreover, the ANN model was run with different activation functions that include SIG and TANH. However, the optimum ANN architecture was selected through a trial-and-error method based on the statistical parameters of CD, RMSE, MAE, ME, CRM, and CS, all of which are numerical indicators used to assess the performance of the ANN architecture, as illustrated in Fig. 4.

Overall, for SIG function, the ANN architectures’ CD values ranged from 0.942 to 0.957, ME values from 0.942 to 0.957, RMSE values from 1.819% to 2.138%, MAE values from 1.422% to 1.600%, CRM values from −65.56%–4.48E–05, and CS values from 2.428% to 3.548%. For the TANH function, the ANN architectures’ DC values ranged from 0.963 to 0.984, ME values from 0.963 to 0.984, RMSE values from 1.311% to 1.458%, MAE values from 0.963% to 1.204%, CRM values from 2.07E–05 to 4.91E–04, and CS values from 0.956% to 1.542%. The tiny deviations between the observed and predicted results; as indicated in the values of the statistical indicators for both activation functions, in turn highlight the effectiveness of the ANN technique in the prediction

Table 1

<table>
<thead>
<tr>
<th>Date</th>
<th>Time</th>
<th>Inputs</th>
<th>Output</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>To (°C)</td>
<td>RH (%)</td>
</tr>
<tr>
<td>08/10/2013</td>
<td>9 AM</td>
<td>24.812</td>
<td>19.952</td>
</tr>
<tr>
<td>10 AM</td>
<td>26.208</td>
<td>17.317</td>
<td>4.065</td>
</tr>
<tr>
<td>11 AM</td>
<td>27.748</td>
<td>14.778</td>
<td>4.500</td>
</tr>
<tr>
<td>12 PM</td>
<td>29.343</td>
<td>12.984</td>
<td>2.948</td>
</tr>
<tr>
<td>1 PM</td>
<td>30.332</td>
<td>12.270</td>
<td>3.584</td>
</tr>
<tr>
<td>2 PM</td>
<td>30.756</td>
<td>11.984</td>
<td>3.584</td>
</tr>
<tr>
<td>3 PM</td>
<td>30.787</td>
<td>11.526</td>
<td>3.245</td>
</tr>
</tbody>
</table>

To: ambient temperature; RH: relative humidity; WS: wind speed; SR: solar radiation; TF: feed temperature; MF: feed flow rate; TDSF: total dissolved solids of feed; ITE: instantaneous thermal efficiency.
process of ITE. This agrees with the findings of Tripathy and Kumar (2009), Porrazzo et al. (2013), Mashaly et al. (2015c), and Cao et al. (2016). However, the performance of the ANN architectures with the TANH function was better than that with the SIG function.

Moreover, the aforementioned statistical parameters were observed as the number of neurons in the hidden layer was increased. The ANN architecture improved with more neurons, as reflected in the values of the statistical parameters, especially for the TANH function as presented in Fig. 4. High values of CD and ME and low values of RMSE, MAE, CRM, and CS, all of which show good model performance, were obtained by increasing the number of hidden neurons to more than 2. For the SIG function, increasing the number of hidden neurons did not lead to a significant positive change in the performance, but sometimes led to a minute impairment in the performance. For instance, increasing the number of hidden neurons from 2 to 4, decreased the CD and ME values by 0.89% and 0.89%, respectively, and increased the RMSE, MAE, CRM, and CS values by 9.69%, 10.83%, 375.48%, and 29.01%, respectively. When the number of neurons in the hidden layer reached 6, impairment was observed in the ANN architecture due to using the

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Descriptive statistics</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>AVG</td>
</tr>
<tr>
<td>$T_o\ (^\circ C)$</td>
<td>32.95</td>
</tr>
<tr>
<td>RH (%)</td>
<td>13.88</td>
</tr>
<tr>
<td>WS (km/h)</td>
<td>1.39</td>
</tr>
<tr>
<td>SR (W/m²)</td>
<td>665.42</td>
</tr>
<tr>
<td>$T_f\ (^\circ C)$</td>
<td>37.99</td>
</tr>
<tr>
<td>$M_f\ (L/min)$</td>
<td>0.17</td>
</tr>
<tr>
<td>TDSF (PPT)</td>
<td>28.14</td>
</tr>
<tr>
<td>ITE (%)</td>
<td>55.62</td>
</tr>
</tbody>
</table>

AVG: average value; MIN: minimum value; MAX: maximum value; SD: standard deviation; CV: coefficient of variation; KUR: kurtosis; SKW: skewness; $T_o$: ambient temperature; RH: relative humidity; WS: wind speed; SR: solar radiation; $T_f$: feed temperature; $M_f$: feed flow rate; TDSF: total dissolved solids of feed; ITE: instantaneous thermal efficiency.

Fig. 3. Scatterplot matrix for the input and output variables ($T_o$: ambient temperature; RH: relative humidity; WS: wind speed; SR: solar radiation; $T_f$: feed temperature; $M_f$: feed flow rate; TDSF: total dissolved solids of feed; ITE: instantaneous thermal efficiency).
SIG function (Fig. 4). Increasing the number of neurons in the hidden layer to above 6 impaired the ANN performance as demonstrated in Fig. 4. There was a fluctuation in the performance after the number of hidden neurons was increased to above 6, but in all the cases, the performance was less accurate than that of the TANH function.

Fig. 4. Statistical performance of the ANN model for ITE with various transfer functions and hidden neurons during the training process.
On the other hand, Fig. 4 indicates that increasing the number of hidden neurons from 2 to 4 led to a noticeable enhancement in the ANN performance using the TANH function. The CD and ME values increased by 1.85% and 1.85%, respectively, and the RMSE and MAE values decreased by 27.70% and 21.66%, respectively. While the CRV value increased by 159.70%, but it was still very close to zero, the CS value decreased by 48.74% and came very close to zero. As noted in Fig. 4, the TANH function gave the best ANN performance for ITE. It is obvious that the developed ANN model with 6 hidden neurons and with an activation function of TANH has the minimal RMSE, MAE, CRM and CS, and the maximum CD and ME. Also, the ANN model has presented more accurate forecasting than other ANN architectures. The CD value at this architecture was 0.984, and the ME was also 0.984. The RMSE and MAE were 0.963% and 0.956%, respectively. The CRM and CS values were 9.72E−05 and 9.56E−05, respectively. Increasing the number of neurons in the hidden layer above 6 slightly impaired the ANN performance, as displayed in Fig. 4. The contribution ratio of the input parameters for this architecture (7 input– 6 hidden neurons– 1 output) revealed that the highest contribution values (23.5% and 22.3%) belonged to SR and Tp, respectively, which thus indicates that SR and Tp have the highest impact on ITE. This result was in agreement with the findings of Medugu and Ndatuwong (2009) and Rahbar and Esfahanian (2012). The WS and MF are minor contributors to ITE, contributing only 6.31% and 5.66%, respectively. The RH, Tp, and TDSF were found to have a moderate influence on the ITE with a contribution ratio of 14.43%, 17.60%, and 10.09%, respectively.

Based on the above results, the most appropriate ANN architecture is 7–6–1 with the TANH function. This gave the best prediction of ITE with the minimum RMSE, MAE, CRM, and CS, and the maximum CD and ME. The developed ANN model can be easily solved using a spreadsheet (i.e. Microsoft Excel). The developed model for ITE can be expressed by an algebraic system of equations:

\[
ITE = \frac{1 - \exp\left(-4.03 \times F_1 + 0.30 \times F_2 + 4.65 \times F_3 + 5.73 \times F_4 + 1.80 \times F_5 - 4.13F_6 - 0.30\right)}{1 + \exp\left(-4.03 \times F_1 + 0.30 \times F_2 + 4.65 \times F_3 + 5.73 \times F_4 + 1.80 \times F_5 - 4.13F_6\right)}
\]

where \(F_1, F_2, F_3, F_4, F_5\) and \(F_6\) are computed as follows:

\[
F_1 = \frac{1 - \exp\left(-1.07 \times T_o - 4.88 \times RH + 1.43 \times WS - 1.12 \times SR + 2.01 \times Tp - 0.12 \times MF + 0.75 \times TDSF\right)}{1 + \exp\left(-1.07 \times T_o - 4.88 \times RH + 1.43 \times WS - 1.12 \times SR + 2.01 \times Tp - 0.12 \times MF + 0.75 \times TDSF\right)}
\]

\[
F_2 = \frac{1 - \exp\left(-0.48 \times T_o - 0.35 \times RH + 0.13 \times WS - 0.26 \times SR + 0.34 \times Tp + 0.30 \times MF - 0.15 \times TDSF\right)}{1 + \exp\left(-0.48 \times T_o - 0.35 \times RH + 0.13 \times WS - 0.26 \times SR + 0.34 \times Tp + 0.30 \times MF - 0.15 \times TDSF\right)}
\]

\[
F_3 = \frac{1 - \exp\left(1.20 \times T_o - 2.84 \times RH + 1.83 \times WS - 0.42 \times SR - 1.27 \times Tp - 0.82 \times MF + 3.14 \times TDSF\right)}{1 + \exp\left(1.20 \times T_o - 2.84 \times RH + 1.83 \times WS - 0.42 \times SR - 1.27 \times Tp - 0.82 \times MF + 3.14 \times TDSF\right)}
\]

\[
F_4 = \frac{1 - \exp\left(3.14 \times T_o - 4.61 \times RH - 1.86 \times WS - 1.43 \times SR - 0.28 \times Tp + 3.24 \times MF - 3.36 \times TDSF\right)}{1 + \exp\left(3.14 \times T_o - 4.61 \times RH - 1.86 \times WS - 1.43 \times SR - 0.28 \times Tp + 3.24 \times MF - 3.36 \times TDSF\right)}
\]

\[
F_5 = \frac{1 - \exp\left(1.88 \times T_o + 2.13 \times RH + 0.52 \times WS + 0.75 \times SR - 0.55 \times Tp - 0.42 \times MF + 0.11 \times TDSF\right)}{1 + \exp\left(1.88 \times T_o + 2.13 \times RH + 0.52 \times WS + 0.75 \times SR - 0.55 \times Tp - 0.42 \times MF + 0.11 \times TDSF\right)}
\]

\[
F_6 = \frac{1 - \exp\left(1.49 \times T_o - 3.42 \times RH - 2.04 \times WS - 0.37 \times SR - 0.20 \times Tp + 2.97 \times MF - 1.50 \times TDSF\right)}{1 + \exp\left(1.49 \times T_o - 3.42 \times RH - 2.04 \times WS - 0.37 \times SR - 0.20 \times Tp + 2.97 \times MF - 1.50 \times TDSF\right)}
\]

3.3 MLR model

The MLR model was carried out to correlate the observed ITE to seven variables, namely, To, RH, WS, SR, Tp, MF, and TDSF. For this purpose, the MLR model was generated using IBM SPSS statistics 22 as mentioned before. Also, the MLR model was applied to the same inputs and output data which used for the ANN model. The following equation is achieved for the computation of ITE based on the MLR model:

\[
ITE = 81.14 + 1.90T_o + 0.35RH + 0.01WS + 0.05SR - 1.18T_p - 470.94MF + 0.06TDSF
\]

The MLR model based equation (Eq. (20)) allows us to evaluate the rate of variations of ITE with changes in each of its influential meteorological and operational variables (i.e., Tm, RH, WS, SR, Tp, MF, and TDSF) and thus provides insight into the physics of the problem. This can be done simply by taking the derivative of ITE in Eq. (20) with respect to each of its independent variables. It helps us understand how ITE varies with Tm, RH, WS, SR, Tp, MF, and TDSF and to what extent these variables should be changed to reach the appropriate ITE value. The SE of regression coefficients, t-stat and p-value of independent variables (Tm, RH, WS, SR, Tp, MF and TDSF) are presented in Table 3. The MLR model showed that all independent variables were directly proportional to ITE. The SE determines the accuracy of the estimate of the coefficient. The smaller the SE, the more accurate the estimate. Based on the results in Table 3, the SE of the SR (0.01) is the smallest. The significance of each coefficient of the obtained MLR model was determined by t-stat and p-value, which are displayed in Table 3. The larger the t-stat and the smaller the p-value, the more significant is the corresponding coefficient. The absolute value of the t-stat should be greater than the critical t-value. The t-value of SR is greater than 2.040 (critical t-value at 31 degrees of freedom) which indicates the accuracy of the coefficient of this variable. From Table 3, the meaningfulness of input parameters of the MLR model can be determined through the value of p-value being less than the significance level α (0.05). By examining the p-value results, it was shown that there is a significant relationship between only SR and ITE. On the other hand, the other parameters were not statistically significant as p-value is greater than 0.05. Thus, SR is the most significant variable in the MLR model with the highest t-stat and smallest p-value. This agrees with the results of Chaouchi et al. (2007) and Liu et al. (2015).
3.4. Comparison between the developed ANN and MLR models

To further assess the capability of ANN and MLR models in estimating ITE, their results are compared. The comparison of the observed ITE values versus the predicted ITE values for the training, testing and validation datasets for the ANN and MLR models is shown in Fig. 5. The performance of the ANN and MLR models was also evaluated using the statistical parameters given in Table 3. For the ANN model, the tight banding around the 1:1 line demonstrates noteworthy agreement between the predicted and observed ITE values, as indicated in Fig. 4 using the training dataset. The values obtained using the ANN model were: CD of 0.984, RMSE of 1.130%, MAE of 0.962%, ME of 0.984, CRM of 0.004, and CS of 0.955 (Table 4). Thus, the CD and ME values are very close to one, while the RMSE, MAE, CRM, and CS values are close to zero, showing an excellent agreement between the observed and predicted ITE values. For the MLR model, many points are located above and below the 1:1 line during the training period. Moreover, the CD and ME were decreased by almost 18.902% and 19.614%, respectively, and the RMSE, MAE, CRM, and CS values were increased by about 25.3981%, 223.493%, 14468.158%, and 1155.183%, respectively, using the MLR model during the training period (Table 4). As shown in Fig. 5, the box-plot (right panel) was used to compare the observed and predicted values for both models. Actually, one of the most important characteristics of the developed models in predicting ITE is keeping the fundamental statistics of the observed values, such as the minimum value, maximum value, median value, upper quartile value, and lower quartile value. The box-plot is a convenient way to depict graphically showing groups of numerical data through their five-number summaries: the minimum value, lower quartile value, median value, upper quartile value, and maximum value. The lower and upper lines of the boxes give the lower quartile and upper quartile values, and the whiskers above and below the box show the locations of the minimum and maximum values. The middle line of the box gives the median value. For the training period, the box-plot presented in Fig. 5 shows that the ANN model is capable of retaining the minimum, maximum, median, upper, and lower quartile statistics of the observed values. Thus, there is no significant difference between the observed values and the predicted values in the ANN model and they have the same median value and the same distribution. Therefore, the ANN model performed better than the MLR model in conserving the fundamental statistics of the observed values of ITE, and it is the more accurate than the MLR model. Fig. 6 shows the relative errors of the predicted ITE values for the ANN model and the MLR model. Using the training dataset, the relative errors of the predicted ITE values are mostly in the domain range of −6 to +8% for the ANN model; for the MLR model, the domain ranges from −15% to +35%. The low relative errors support the accuracy of the developed ANN model. Furthermore, Fig. 5 depicts the relationship between the observed and predicted ITE values of ITE using the ANN and MLR models during the testing period. As seen, there is good agreement between the observed and predicted values for the ANN model. This is revealed by the lower values of RMSE (2.070%), MAE (1.659%), CRM (−0.006), and CS (0.867%), which are all close to zero, while the CD (0.943) and ME (0.933) values were close to one (Table 4). However, as shown in Fig. 5, many of the points given by the MLR model are located above and below the 1:1 line during the testing period. Moreover, the MLR model had a CD value that was about 23% less accurate than the CD value obtained from the ANN model during the testing period. The RMSE and MAE values for the MLR model (4.215% and 3.193%, respectively) were almost double that of the corresponding values for the ANN model. The ME value for the MLR model was about 22.51% less accurate than the ME for the ANN model. The CRM value (+0.001) refers to over-prediction, but it is small; and, the CS value for the MLR model was almost four-times that of the CS value for the ANN model. As in the training and testing periods, the ANN model gives better agreement between the observed and predicted values than the MLR model in the validation period (Fig. 5). The CD value for the ANN model was 0.921, which is about 24.7% more accurate than the CD value for the MLR model. The RMSE value from the ANN model was 2.600, which is about half the RMSE value obtained using the MLR model. The MAE value in the ANN model was 28.5% lower than the value obtained with the MLR model. The ME value for the ANN model was 0.882, which is closer to one than the ME value given by the MLR model, which was 0.605. The CRM value (−0.019) refers to an under-prediction, but it is small; and, the CS value for the ANN model was almost three-times less than the CS value for the MLR model. As shown in the box-plots in Fig. 5, there is a good agreement between the observed data and the ANN model; they have almost the same statistics. However, the predicted values in the MLR model varied during the testing and validation periods. Fig. 6 displays the relative errors of the predicted ITE values for the ANN and MLR models during the testing and validation periods, demonstrating the figure illustrates differences between the findings of the two models. In the MLR model, the relative errors ranged between −8.19% and +21.53% for the testing period, and between −12.68% and +19.09% for the validation period, respectively. The corresponding values for the developed ANN model were lower; they ranged from −5.16% to +9.71% and from −7.46% to +5.71% for the testing and validation periods, respectively. Overall, as demonstrated in the data presented in Table 4 and Figs. 5, 6, the ANN model is better than the MLR model. This is in agreement with the findings reported by Sahin et al. (2013), Mashaly and Alazba (2016b) and Yadav and Chandel (2017).

4. Conclusion

In this study, ANN and MLR models were used to forecast the ITE of an inclined passive solar still in arid climate. The ITE is an important determinant of the effectiveness and performance of solar stills. The AWD was used as a feed–water source in the experimental work. On the basis of a correlation analysis and previous studies, seven meteorological and operational variables, namely, Tc, RH, WS, SR, Ts, TDSF, and Ms, were used for developing ANN and MLR models to predict the ITE. The models were trained,
tested, and validated using data collected from the experimental work. The use of various transfer functions revealed that the optimal ANN model had a feed-forward back propagation architecture with 7–6–1 neurons and a hyperbolic tangent function in the hid-

![Comparison between observed and predicted values of ITE using the ANN and MLR models during the training, testing and validation periods.](image)

Fig. 5. Comparison between observed and predicted values of ITE using the ANN and MLR models during the training, testing and validation periods.
The performance of ANN and MLR models was assessed by comparing the predicted values for both models with the observed values by using various KPIs, namely CD, RMSE, CS, CRM, ME, and MAE. The results revealed that the ANN model can predict the ITE more accurately than the MLR model; moreover, compared with the MLR, the ANN model exhibited lower RMSE, MAE, CRM, and CS and higher CD and ME. The results indicated that the ANN model was more effective, reliable, and accurate for ITE prediction than the MLR model. With respect to the time and costs involved in field experiments, by using the ANN model, acceptable findings can be forecasted rather than measured, thereby reducing the costs, efforts, and time required. Thus, the use of the ANN model can minimize losses in terms of the required time, materials, efforts, and costs. Therefore, this study is useful for the design and optimization of solar stills in practice.
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CD: coefficient of determination; RMSE: root mean square error; MAE: mean absolute error; CRM: coefficient of residual mass; ME: model efficiency; CS: Chi-square.